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1 Introduction

As the number of treebanks for a single language
or a language family in the Universal Depen-
dencies (UD) repository1 grows, consistent an-
notations become a concern (Gamba and Zeman,
2023a,b; Zeldes and Schneider, 2023). We re-
port on ongoing efforts to unify Universal De-
pendencies (UD) treebanks for Turkic languages,
currently numbering at 16 in 8 different UD lan-
guages. Issues regarding the consistency of UD
annotation of Turkic languages have been reported
in earlier studies (Tyers et al., 2017; Türk et al.,
2019; Çöltekin et al., 2022), with the main consen-
sus being the need for more unified and consistent
annotations across treebanks.
The present efforts reported here are coordi-

nated around a one-day workshop alongside the
UniDive WG3 meeting in Istanbul in September
2023. Before the meeting, the participants were
asked to list difficult-to-annotate linguistic phe-
nomena and inconsistent annotations across exist-
ing treebanks. Based on responses, a small ex-
ample corpus demonstrating these phenomenawas
prepared2 and discussed during the workshop and
in semi-regular online meetings afterward. In the
remainder of this document, we briefly describe
a selected subset, and provide a demonstrative ex-
ample in more detail. We believe the discussion
of these linguistic phenomena is likely to increase
the consistency of current treebanks, help people
preparing new treebanks for Turkic languages (and
others facing similar issues), and may result in

1See Appendix A for information on current and upcom-
ing Turkic UD treebanks.

2Originally in Turkish, but also translated to Azerbai-
jani, Kyrgyz, Kumyk, Tatar and Old Turkish. Translation
and further efforts can be found in our public repository:
github.com/ud-turkic/udtw23.

improvements of the general UD guidelines by
demonstrating issues that are not well covered by
the current guidelines.

2 Annotation issues in UD Turkic
treebanks

Here, we briefly list some recurring issues ex-
hibiting divergence across UD Turkic annotation
projects, with the final example discussed in depth.

Tokenization Tokenization, particularly delin-
eating ‘syntactic words’, is a source of inconsis-
tency across Turkic treebanks, especially under
differing orthographies for certain clitics and par-
ticles (e.g., the question particle). For some his-
torical texts, the lack of uniform word delimiters
complicates tokenization, as in Old Turkic script,
requiring inference via morphosyntactic analysis.
Furthermore, some treebanks treat multiple ortho-
graphic words as a single token.

Morphological Feature specification There is
a proliferation of camel-case tense/mood specifi-
cations that could stand to be unified; TAME fea-
tures in general are applied inconsistently.

Oblique–object distinction Non-accusative ob-
jects in Turkic languages are annotated inconsis-
tently, sometimes with the obj relation and other
times with the obl relation.
A strictly morphological perspective favors the

oblique analysis of non-accusative objects. This
viewpoint is supported through passivization pat-
terns: Non-accusative objects retain their case
markings even when they are in the subject po-
sition in passive constructions (in the few Tur-
kic languages that even allow promotion of non-
accusative objects to subject position), not being
marked with nominative, the canonical “subject”
case.

https://github.com/ud-turkic/udtw23
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Figure 1: Choice between obl, obj, and iobj relations
for a non-accusative object.

Conversely, the argument for annotating non-
accusative objects with obj is rooted in informa-
tion structure and argument realization. Verbs that
typically assign lexical case, such as “to believe”
(which assigns dative case in Turkish and Kyrgyz),
are transitive. The omission of a dative-marked
object in context-free utterances results in a degra-
dation of the utterance. This is in contrast to the
omission of true obliques and/or adjuncts, which
does not yield a similar effect.
It may alternatively be appropriate to use the

iobj relation for non-accusative objects like these.
The UD v2 documentation suggests that language-
specific decisions may be made to annotate sole
oblique objects this way.
These three options are presented in Figure 1

with the Kyrgyz sentence Мен досума ишендим
‘I believed my friend.’

Question particle Because the question particle
functions roughly as an infix in Turkish and is sep-
arated by space, various approaches are available
for tokenization and part-of-speech annotation.

Code-switching Code-switching, which is a
common practice among speakers in many Turkic-
speaking multilingual settings, poses challenges
for annotation.

Transcription Translit of MISC attributes in
UD can cover transcription, where coexisting
mainstream schemes challenge unified treatment.
For example, the Old Turkic script �𐰃� ‘two’ is tran-
scribed as äki, әki, æki, eki, ėki, iki, ki, etc.

Pronominalized locative and genitive nouns
Turkic languages allow formation of pronominals
from locative and genitive nouns (through the use
of -kimorpheme in Turkish, -GI morpheme inKyr-
gyz, etc.). The annotation of the resulting forms
is not straightforward. Here we demonstrate four
approaches to annotating these forms, and discuss
pros and cons of each. We will use the Turkish

Büyük oda-da-ki-ler uyuyorlar
Big room-LOC-ATTR-PL sleep

büyük oda uyu
ADJ NOUN VERB
- Plur Plur
- 3 3
- Loc/Nom -

amod nsubj root

Lemma:
POS:
Number:
Person:
Case:

Figure 2: Analyzing -ki with no segmentation.

Büyük oda-da-ki-ler uyuyorlar
Big room-LOC-ATTR-PL sleep

büyük oda uyu
ADJ NOUN VERB

amod orphan root

Büyük oda-da-ki çocuk-lar uyuyorlar
Big room-LOC-ATTR child-PL sleep
ADJ NOUN NOUN VERB

amod nmod nsubj root

Figure 3: Analysis with orphan (top) and alternative
sentence with full noun phrase (bottom).

sentence Büyük odadakiler uyuyorlar ‘The ones
in the big room are sleeping’. The pronominal here
may refer to a group of people, e.g., children.
The first option, with no segmentation of the

word odadakiler ‘the ones in the room’ is pre-
sented in Figure 2. The advantage of this choice is
practical: sub-word segmentation is a non-trivial
task, and avoiding it will help making automated
analysis more precise, especially in low-resource
settings. On the other hand, this choice fails
to capture that the adjective modifies the noun
oda ‘room’ (rather than the pronominal), and the
lemma oda is not the lemma of the subject of the
predicate. To complicate matters further, we also
fail to capture that the noun is singular and loca-
tive, while the resulting pronominal is plural and
nominative.3 In summary, there is a strong indi-
cation that the pronominal formed by -ki contains
multiple syntactic words.
Since the no-segmentation analysis is mislead-

ing, another possibility is an analysis with the
orphan relation. This analysis is parallel to that
of the sentence Büyük odadaki çocuklar uyuyor-
lar ‘The children in the big room are sleeping’
where a head noun is present, as demonstrated
in Figure 3. Although this does not cause mis-
leading/conflicting annotations, the orphan anal-
ysis is not informative. Furthermore, this analysis

3All other Number options oda-lar-da-ki ‘the one in the
rooms’, oda-lar-da-ki-ler ‘the ones in the rooms’, and oda-
da-ki ‘the one in the room’ are also possible.
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Figure 4: Possible analyses with segmentation, seg-
menting before -ki (top) or after -ki (bottom).

does not solve the issue with multiple Number or
Case features that need to be assigned to the noun
odadakiler.
Segmentation of the pronominalized forms

solves the problems with conflicting features and
dependencies, as well as the non-informativeness
of the orphan relation. We consider two differ-
ent ways (or locations) for segmenting these forms.
The first option (Figure 4, top), which is used in
some of the current treebanks, considers the -ki
morpheme as part of the second token, while the
second (Figure 4, bottom) segments the word af-
ter -ki. The first option considers -ki as part of
the pronominal ‘word’, which is clearly wrong
when considering its attributive use. The prob-
lem with the second option is the empty form and
lemma when there are no additional affixes after -
ki. Although it is more principled, this clearly goes
against the current UD guidelines.

3 Concluding remarks

We currently do not offer clear recommendations
to the issues listed and exemplified above. How-
ever, we hope to get a consensus on at least
some of the difficult and inconsistent annotations
brought up by the Turkic UD community. Some of
these issues are relevant to the UD (and UniDive)
community at large. As a result, awareness and
discussion of these issues may ease new annota-
tion projects for languages with these phenomena,
and it is likely to improve the overall quality of the
corpora and annotation guidelines.
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A UD Turkic Treebanks

There are currently UD treebanks for Kazakh, Kyrgyz, Tatar, Turkish, Uyghur, Yakut, and Old Turkish,
and a treebank annotating sentences with Turkish-German code switching. All languages except Turkish
are represented with a single treebank, while Turkish has 9 treebanks. Table 1 lists the treebanks currently
released in the UD repositories as of UD version 2.13.

sent tok multi types ltypes pos rel feat

Kazakh/KTB (Tyers and Washington, 2015; Makazhanov et al., 2015) 1078 10536 41 4642 2433 17 36 9
Kyrgyz/KTMU (Benli, 2023) 781 7451 0 3474 2305 13 26 8
Old Turkish/Tonqq (Derin and Harada, 2021) 20 158 0 75 2 13 19 0
Tatar/NMCTT (Taguchi, 2021) 148 2280 0 1264 843 14 28 7
Turkish/Atis (Köse and Yıldız, 2021) 5432 45907 0 2133 995 13 36 7
Turkish/BOUN (Türk et al., 2022; Marşan et al., 2022) 9761 125212 3374 37052 12649 16 46 7
Turkish/FrameNet (Cesur et al., 2021b) 2698 19223 0 8403 3905 15 30 7
Turkish/GB (Çöltekin, 2015) 2880 17177 371 5517 2074 16 42 7
Turkish/IMST (Sulubacak et al., 2016) 5635 58096 1639 18541 5960 14 40 10
Turkish/Kenet (Kuzgun et al., 2021b) 18687 178658 0 49156 15343 15 34 7
Turkish/Penn (Cesur et al., 2021a) 16396 183555 0 37765 14977 15 36 9
Turkish/PUD (Zeman et al., 2017) 1000 16881 346 7646 4598 16 38 4
Turkish/Tourism (Kuzgun et al., 2021a) 19830 91152 0 4961 2170 15 33 13
Turkish-German/SAGT (Çetinoğlu and Çöltekin, 2022) 2184 37227 290 7094 3836 17 45 12
Uyghur/UDT (Eli et al., 2016) 3456 40236 0 12067 2908 16 45 15
Yakut/YKTDT (Merzhevich and Ferraz Gerardi, 2022) 299 1460 1 688 405 14 26 6

Table 1: Basic statistics on current UD treebanks (as of UD version 2.13). sent: number of sentences, tok: number
of tokens, multi: number of multi-word tokens, types: number of word types, ltypes: number of lemma types,
pos: number of POS tags used, rel: number of dependency relations used (including language/treebank specific
relations), feat: number of morphological features used.

Besides existing treebanks, the UD web page also reports Uzbek, Ottoman Turkish and yet another
Turkish treebank in preparation. We are also aware of new treebanks in preparation for Kyrgyz (Kasieva
et al., 2023), Azerbaijani and Kumyk.


