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In the framework of the Aranea Project (Benko, 2014), a family of web-crawled corpora for languages taught at 

Slovak universities has been built since 2013. As of the beginning of 2023, more than two dozen different languages 

have been processed already, with several more being in preparation. 

All corpora are processed by (almost) identical pipeline, using the tools as follows: 

 SpiderLing1 (Suchomel and Pomikálek, 2012) web crawler optimized for downloading textual data in a specified 

language that also incorporates utility for on-the-fly language identification and removal of 100% duplicate 

documents. 

 Unitok2 (Michefeit et al., 2014) universal tokenization utility. 

 Onion3 (Pomikálek, 2011) utility for detection and removal of semi-duplicate contents at the document or 

paragraph level. 

 Set of language-specific filters (Benko, 2016) for (secondary) language identification (to remove documents that 

escaped the SpiderLing language detection procedure), deletion of texts with errors in character encoding, “non-

discursive” texts (e.g., containing tables with too many numerical values), web spam, etc. 

 Tools for lemmatization and PoS tagging – TreeTagger4 (Schmid, 1994), UDPipe5 (McDonald et al., 2012; Straka et 

al., 2016) and/or CSTlemma6 (Jongejan and Dalianis, 2009) are used when available, complemented by other 

tools for some languages, such as MorphoDiTa7 (Straková et al., 2014), Apertium8 (Khana et al., 2021), Hunpos9 

(Halácsy et al., 2007), and even Hunspell10 (Németh et al., 2004). Since recently, new corpora are tagged and 

lemmatized by an “ensemble” approach, i.e. independently using all tools available and aggregating their 

outputs. We expect to be able to reprocess all older corpora utilizing this approach in the near future as well. 

 NoSketch Engine11 (Rychlý, 2007) corpus manager. 

In our efforts to make the corpora as “comparable” as possible, most design decisions were applied in a project-wide 

manner, as follows: 

 The tokenization policy is always “compatible”, even in cases when this may be suboptimal for the respective 

tagger(s)/lemmatizer(s), which means: 

o Period-final abbreviations (such as “Mr.”, “approx.”) are treated as single tokens, though sequences of such 

abbreviations (“U.S.A.”, “Ph.D.”) are split. 

o Hyphenated words (“multi-lingual”, “Austro-Hungarian”), even if they contain digits (“64-bit”, “K-12”), are 

treated as single tokens. 

o E-mail addresses (“foo@bar.com”), URLs (“https://google.com”), hashtags (“#WeLoveYou”), etc., are treated 

as single tokens. 

o Multiple occurrences of the same punctuation (“…”, “????”) or special graphic characters “” are 

treated as single tokens. Sequences of different ones, however, are split. 

                                                           
1 https://corpus.tools/wiki/SpiderLing 
2 https://corpus.tools/wiki/Unitok 
3 https://corpus.tools/wiki/Onion 
4 https://www.cis.lmu.de/~schmid/tools/TreeTagger/ 
5 https://ufal.mff.cuni.cz/udpipe/1 
6 https://cst.dk/online/lemmatiser/uk/ 
7 https://ufal.mff.cuni.cz/morphodita 
8 https://wiki.apertium.org/wiki/Main_Page 
9 https://github.com/mivoq/hunpos  
10 http://hunspell.github.io/  
11 https://nlp.fi.muni.cz/trac/noske 
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 “Native” tagsets are mapped to an “universal” Araneum tagset12 (denoting the main word classes only). 

 Special attribute indicating the success status of the morphological lexicon lookup is added to each token (if the 

respective tagger provides for such information). 

 The resulting corpora are sampled to get two basic “compatible” sizes (125 million and 1.25 billion tokens, 

respectively, which approximately gives 100 million and 1 billion words). For some “large” languages even larger 

corpora are created, reaching usually approx. 10 billion tokens. 

 Corpora bear “language-neutral” (Latin) names denoting language, variety, and size. 

 All corpora are accessible for online access via the NoSketch Engine corpus manager at the Aranea Corpus 

Portal13 

 Source format of the corpora, both in raw text format, and in fully tagged or lemmatized, have often been 

provided for non-commercial purposes to other research groups. 

We would like present to the UniDive community the opportunity of using (in multiple WGs) our multi-lingual data in 

several unified formats for various purposes. 

The Appendix shows the home page of the Aranea Corpus Portal, indicating the list of languages already published 

for online use. In preparation, there are languages as follows: Danish, Belarusian, Kazakh, Tatar, Korean, Slovene, 

Croatian, Serbian, and Maltese. Some of them will be already available before the Paris UniDive event. 
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