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1 Introduction

With the advent of Large Language Models
(LLMs), the Natural Language Processing (NLP)
field made tremendous progress both in terms of
model performances and notoriety. However, many
of the challenges related to language diversity are
yet to be solved and still affect the NLP commu-
nity.

From an inter-linguistic perspective, NLP mod-
els, and more in general, research efforts in the
field, tend to be heavily biased towards a small
number of well-resourced languages, such as En-
glish, Chinese, and Spanish, with the vast majority
of the other languages being underrepresented and
understudied. This general trend resulted in lower-
quality NLP models for mid- and low-resource lan-
guages, limiting their applicability to a relatively
small audience. Multilingual NLP recently gained
increasing traction, but the lack of resources is still
difficult to overcome. Indeed, human annotations
are expensive and time-consuming but, at the same
time, indispensable in most tasks.

On the intra-linguistic front, NLP models of-
ten struggle to understand and incorporate many
linguistic phenomena within a single language, in-
cluding high-resource languages. For example,
idiomatic expressions, euphemisms, metaphors,
irony, and sarcasm are often not captured by NLP
models, resulting in incorrect interpretations and
misunderstandings in real-world applications. In
addition, the complexity of languages and their
cultural context also means that NLP models are
not always equipped to handle diverse forms of
expression, such as slang or regional dialects.

In this proposal, we discuss three tasks that,
in our opinion, depict the status of both inter-
linguistic and intra-linguistic fronts, especially for
what regards their open challenges. The first two
deal with the paucity of data in multilingual set-
tings, while the third one with the need of robust
benchmarks to discover inter-linguistic phenom-
ena. We believe that delving into these challenges

in the context of the UniDive working groups will
be a unique occasion to properly assess and analyze
the current state of multilingual NLP, as well as to
identify potential solutions and research directions.

2 Multilingual Silver-Data Creation

The lack of high-quality training data is a perva-
sive problem affecting NLP tasks both at semantic
and pragmatic level. This data is scarce or unavail-
able in most languages, preventing NLP tools from
achieving universality. Inspired by the success
of recent silver-data creation strategies, here we
present consolidated works that try to address data
paucity in the context of Named Entity Recogni-
tion (NER) and Idiom Identification. We focus on
these two tasks as they both deal with Multiword
Expressions (MWEs)1, hence particularly relevant
for the various UniDive working groups.

Multilingual Named Entity Recognition The
NER task aims at identifying and classifying
named entities (e.g., person, location, organiza-
tion) in unstructured text. It is often used as a
primary step in a wide range of NLP applications
such as information extraction (Finkel et al., 2005),
question answering (Babych and Hartley, 2003),
and entity linking (Martins et al., 2019), inter alia.
Nevertheless, named entities exhibit unique and
idiosyncratic features, such as having multiple sur-
face forms (e.g., Barack Obama vs. Mr. Obama),
and being ambiguous (e.g., Apple can either refer
to the fruit or to the company), thus making NER
especially challenging. As in many other tasks,
due to their complexity, large amounts of training
data are required to let systems capture the features
needed to achieve high performances. In the last
decade, several studies have tried to address data
scarcity by automatically generating NER train-
ing data (Nothman et al., 2013; Al-Rfou et al.,
2015; Tsai et al., 2016; Pan et al., 2017; Tedeschi
et al., 2021; Tedeschi and Navigli, 2022). Recently,
Tedeschi et al. (2021) introduced WIKINEURAL

1Named Entities can be composed by a single word, but
many of them are multi-words.



and demonstrated that by jointly exploiting the re-
liability of symbolic approaches and the language
modeling capabilities of Transformer-based archi-
tectures, silver-data creation strategies can produce
accurate annotations with quality comparable to
that of manually-created ones. While WIKINEU-
RAL showed promising results in 9 languages,
there is still important work to scale NER to low-
resource and endangered languages, that could be
done in the context of WP 1 and 3, including de-
vising and assessing a truly language-agnostic ap-
proach that overcomes the language-specific fea-
tures hampering the current state of the art.

Multilingual Idiom Identification Another lan-
guage phenomenon involving MWEs is that of id-
iomatic expressions, i.e. word compounds whose
meanings cannot be derived by compositionally
interpreting their components, e.g., break the ice or
kick the bucket. Although the automatic identifica-
tion and understanding of idioms are essential for a
wide range of NLP tasks, such as question answer-
ing (Jhamtani et al., 2021; Mishra and Jain, 2016)
and machine translation (Anastasiou, 2010), they
are still largely under-explored. Indeed, the major-
ity of the past idiom extraction strategies focus on
specific syntactic constructions (e.g., verb/noun or
verb/particle idioms) and on a limited number of
languages (Cook et al., 2007; Muzny and Zettle-
moyer, 2013; Verma and Vuppuluri, 2015; Senaldi
et al., 2019), thus strongly limiting the applicabil-
ity of idiom identification systems in real-world
scenarios.

Recently, to alleviate the above-mentioned is-
sues, Tedeschi et al. (2022) introduced a new
multilingual framework, ID10M, that enables the
automatic generation of training data for the id-
iom identification task. Specifically, they first ex-
ploited Wiktionary for extracting idiomatic and
literal meanings of potentially-idiomatic expres-
sions (PIEs). Then, they used Wikimatrix to re-
trieve usage examples of the extracted PIEs, and,
finally, labeled the retrieved examples through a
Transformer-based dual-encoder architecture de-
signed to capture the semantic idiosyncrasy prop-
erty of idiomatic expressions. As mentioned in the
previous paragraph, silver-data creation strategies
constitute a valuable opportunity to address the
data paucity in languages other than English and
might be deepened in the context of Work Packages
1 and 3. Idiomatic expressions, as well as other
figurative phenomena, should instead be further

studied in the context of Work Package 4 for pro-
moting intra-linguistic diversity in NLP systems’
modeling capabilities.

3 Inter-linguistic Disambiguation Bias

When moving to the inter-linguistic front, a key
issue that affects mature models is the lexical-
semantic disambiguation bias. A case in point
here is Machine Translation (MT), which – while
being an important and crucial task per se – also
depicts the status of many other tasks on which the
high performance on standard benchmarks fails to
represent the actual model generalization capabili-
ties. Indeed, although state-of-the-art MT systems,
both commercial and non-commercial, achieve im-
pressive scores on standard benchmarks (Kocmi
et al., 2022; Freitag et al., 2022), they still fall short
when dealing with the long tail of word meanings.
This is due to the Zipfian nature of word sense dis-
tributions, whose modeling has proven to be a hard
endeavor.

In the past few years, several works have been
put forward in order to detect these translation is-
sues. Unfortunately, such works either: i) focus on
one (or few) language pairs, ii) exhibit low sense
coverage, or iii) rely on completely automatically
built vocabularies (Rios Gonzales et al., 2017; Ra-
ganato et al., 2019; Emelin et al., 2020). Con-
sequently, the analyses produced by these bench-
marks only paint a partial picture of a model’s abil-
ity to handle the long tail of infrequent senses. This
issue is addressed by Campolungo et al. (2022),
who introduced DIBIMT, the first fully manually-
annotated benchmark for lexical-semantic biases
in Machine Translation, which focuses on infre-
quent senses and provides wide sense coverage in
5 languages; the resulting analyses show that MT
models, especially open-source ones, are still far
from correctly handling infrequent senses, and are
generally biased towards translating into more fre-
quent senses of a polysemous word. Unfortunately,
because in the presence of a pair of low-resource
languages systems are likely to perform poorly
even on frequent senses, DIBIMT was built as an
English-centric benchmark. In the context of WP
1 and 4, it would be key to increase language cov-
erage when translating not only from/to English
but also from/to other languages. An interesting di-
rection to pursue within UniDive is to equip open-
source MT models with the ability to overcome
this pervasive lexical-semantic bias issue.
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