Formalising Multilingual Verbal MultiWord Expressions to Support
Neural Machine Translation

Maria Pia di Buono and Johanna Monti
UNIOR NLP Research Group
University of Naples L’Orientale
{mpdibuono, jmonti}@unior.it

Relevant UniDive working groups: WG2, WG3

Abstract

Neural Machine Translation (NMT) (Kalchbrenner
and Blunsom, 2013; Cho et al., 2014; Sutskever
et al., 2014) is producing better translations over
previous Machine Translation (MT) approaches
such as Rule-based (RBMT) and Phrase-based
Translation (PBMT) in recent years.

However, multiword expressions (MWE) still rep-
resent a critical area for MT, even for current neu-
ral approaches (Isabelle et al., 2017): their correct
identification and meaning-preserving translation
remain challenging due to the idiosyncratic proper-
ties of this complex lexemes.

Furthermore, the need of reusable, interoperable
and interlinked linguistic resources in Natural Lan-
guage Processing (NLP) downstream tasks has
been proved by the increasing efforts to develop
standards for the representation of different layers
of information (e.g., syntax, morphology) of vari-
ous phenomena, particularly MWEs (Moreno et al.,
2003; Copestake et al., 2002; Francopoulo et al.,
2006, 2009).

Nevertheless, despite those efforts, the achieve-
ment of a full processing of complex phraseology
is still far away to be reached, mainly due to the
lack of compatibility for metadata in linguistic re-
source production (Calzolari et al., 2011).
Starting from the analysis of the translation issues
in NMT concerning Italian clitic verbal MWEs,
such as prendersela ‘to be offended’, buttarsi
gin ‘to get depressed’, lasciarsi andare ‘to re-
lax’, the main goal of this contribution is to pro-
pose the modeling of a resource for this language-
specific category according to the OntoLex-Lemon
model' as Semantic Web technologies might en-
hance the quality of machine translation outputs
(Moussallem et al., 2018).

Clitic VMWE:s are here understood as a varied
class made up by a verb with at least one deficient
pronoun (Cardinaletti and Starke, 1999) whose se-
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mantics is not derivable from its constituent parts.
The class of Italian pronouns lexicalised as verbal
affixes is made up of -si pronouns, traditionally
referred to as “reflexive pronouns” (mi, ti, si, ci,
vi, si), the third person feminine of clitic comple-
ment pronouns (la, le) and two fixed pronominal
particles: ci and ne, generally having locative or
demonstrative meaning. These forms can also com-
bine in six different clitic clusters: cela, cele, cene,
sela, sele, sene.

For the sake of the current analysis we take into
account only clitic verbs which either (i.) do not
exist without the clitic, (ii.) have a different mean-
ing with respect to the non-clitic verb form or (iii.)
or are constitutive elements of more complex id-
iomatic expressions.

In order to assess if and how different categories
give rise to specific translation issues we selected
some examples for each identified category and
evaluated the translation into English by Google
Translate (GT), considering three forms for each
verb: out-of-context infinitive form (OCIF), out-
of-context past form (OCPF) , and in the context
forms (ICF) of example sentences.

Verbs belonging to pronominal intransitive verbs,
such as arrabbiarsi, suicidarsi, pentirsi, vergog-
narsi, which do not exist without the clitic, do not
present specific translation issues both in the out-
of-context and the in-context settings. If we take
the verb pentirsi ‘to regret’ as an example for this
category, GT translates correctly into English the
infinitive (pentirsi — to repent) and past forms (Mi
sono pentito — 1 repented) and its meaning in the
context of the following sentence: Si e pentito di
non aver proseguito gli studi. — He regretted not
continuing his studies. In addition, GT is able to
understand the shades of meaning which the verb
can take, namely “feel remorse and repentance for
having transgressed a moral or religious law” (—
to repent) or “feel regret for having or not having
done an action” (— to regret).

Clitic VMWEs can also be part of idiomatic ex-
pressions and therefore besides the clitic pronoun
or clitic clusters, they are accompanied by further



lexicalised components, such as nouns, adjectives,
like in darsela a gambe ‘cut and run’, farla finita
‘to end it’, darci dentro ‘knuckle down’, prenderci
gusto ‘get a taste for’. They are generally non-
compositional, i.e., none of their lexicalized com-
ponents retains any of their original meanings, this
is why neural approaches seem to be unable to pro-
cess them properly. Tests show that GT does not
grasp the idiomatic meaning of the VMWE:s as in
the sentences with darci dentro and farla finita.
Considering the aforementioned translation issues
and in order to support NLP and MT tasks, we
proceed with the modelisation of Italian clitic
VMWEs, proposing a three-level representation
of linguistic features, namely, morpho-syntactic,
syntactic and semantic levels, and define different
sets of rules for each of them.

In order to proceed with the modelisation, firstly
we collect the data from De Mauro (1999) with
reference to two VMWE types:

* procomplement verbs, namely verbs which
are regularly used with with procomplemen-
tary clitic particles, as svignarsela (sneak
away) or which, when used with such par-
ticles, assumes specific values, independent
of the base verb, such as sentirsela ’feel up to
1)’ which differs from sentire *feel’.

* verbal idioms, namely verbs which have at
least two lexicalized components including a
head verb and at least one of its dependents?.

To these two typologies we add Inherently reflex-
ive verbs (IRVs) extracted from the annotated
PARSEME-IT corpus (Monti and di Buono,
2019).The reason behind this choice is due to the
fact that De Mauro does not distinguish among
different types of intransitive pronominal verbs,
e.g., reflexive.

In total, our resource is composed of 663 entries
of which 411 entries have been extracted from De
Mauro (1999) and 252 IRVs from PARSEME-IT
corpus and manually checked (Table 1).

After collecting the data, we proceed with a
bottom-up approach to describe morpho-syntactic
properties of clitic VMWESs. In order to define the
properties useful to model clitic VMWEs, firstly
we classify different types of clitics, namely: (i)
direct object pronouns, e.g., la; (ii) -si pronouns
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Type Source #VMWEs
Procomplement De Mauro 172
Idiom De Mauro 239
IRV PARSEME-IT 252
Total 663

Table 1: VMWE Types, source, and number of occur-
rences

with different functions (Jezek, 2005), e.g., si, mi;
(ii1) fixed pronominal particle, e.g., ci, ne. At the
morpho-syntactic level, we consider the inflection
constraints of clitic elements co-occurring with
the verb and contributing to produce different
senses. For each of them, we describe their
morpho-syntactic features to be encoded in
a set of morpho-syntactic properties (MSPs).
MSPs generalise the behaviour of clitic elements,
accounting for both inflection constraints of clitic
elements (i.e., fixed number and gender) and
order in clitic clusters. With reference to syntactic
features, syntactic properties (SyP) are described
on the basis of VMWE patterns to formalise other
co-occurring elements, which may be mandatory
in some cases, e.g., darsela a gambe ‘to beat
it’. We develop 50 SyP descriptions in total. It
is worth stressing that SyP descriptions refer to
syntactic functions of VMWE elements, thus, for
instance, we describe the pronominal particle la as
a direct object even though it does not represent a
regular anaphoric/cataphoric reference.

Finally, as far as semantic description (SD) is
concerned, we describe different types of VMWEs,
according to the morpho-syntactic and syntactic
features previously identified. In total, 55 SDs
have been created. Such features contribute to
deriving semantic information useful to link
lexical entries to specific OntoLex-Lemon senses.
To model all the linguistic information related to
clitic VMWE:s and to develop a bilingual (IT-EN)
OntoLex-Lemon resource useful for supporting
MT applications, we apply different elements from
the OntoLex-Lemon modules. We rely on the
OntoLex-Lemon model and its modules, mainly
the Lexicographic module (Bosque-Gil et al.,
2016), to address the representation of different
senses through the description of different entries,
encoded as lexical entries and supplied with form
restrictions and usage examples.

We apply different OntoLex-Lemon elements to
model clitic verbs and their morpho-syntactic



behaviours together with their semantics so that
the morphological description is directly linked
to the lexical entry modelled in the lexicographic
module. We also use OntoLex-Lemon core
elements to describe syntactic patterns of VMWEs
in which clitics occur and semantic aspects related
to each type of clitic verbs.

Finally, terminological variants and translations
are specified to support the development of the
lexicographic resource.
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