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1 Introduction

The sequence of lexical items within a linguistic
structure is organised by a set of syntactic relations
construing a conceptual relation and represent-
ing an emergent semantic structure or a meaning.
According to the Universal Dependencies (UD)1

(Nivre et al., 2016, 2020; de Marneffe et al., 2021),
a framework for morphosyntactic annotation of
human language, which to date has been used to
create treebanks for more than 100 languages, the
classification of syntactic relations offers a linguis-
tic representation that is useful for morphosyntactic
research, semantic interpretation, and for practical
natural language processing across different human
languages.

A syntactic dependency, in general, is a binary
phrasal asymmetric grammar relation with a lex-
ical head and other lexical items as dependents
of that head, represented in diagrams by an arrow
from the headword to the dependent word. Syn-
tactic dependencies are typically used in natural
language processing (NLP) to represent the gram-
matical structure of sentences. This structure can
be described as a graph, where each word is defined
as a node, and the relationships between words are
represented as edges connecting the nodes. The
edges in the graph reflect the grammatical rela-
tionships between words, such as subject-verb or
modifier-head relationships.

The paper aims to highlight the power of Uni-
versal Dependencies (UD) relations in uncovering
the complex interplay of semantic and syntactic
aspects in language through the use of ConGraC-
Net methodology and its accompanying web app.
The ConGraCNet syntactic-semantic methodol-
ogy (Perak and Kirigin, 2022) has been developed
into a web application2. The app utilizes various
computational tools and technologies, including
tagged corpus data obtained from the Sketch En-
gine (https://app.sketchengine.eu/), and the Croat-

1https://universaldependencies.org
2http://emocnet.uniri.hr

ian academic VPS-SRCE service for data storage,
processing, and visualization. The app also uses
Python-based data processing and enrichment pro-
grams, including ConGraCNet graph algorithms,
WordNet definitions, the Open Multilingual Word-
net, and WordNet domains lexicon. These tools
and technologies work together to integrate data
structures and provide a comprehensive represen-
tation of the syntactic-semantic hierarchy of UD
dependencies.

2 Syntactic dependencies in ConGraCNet

The ConGraCNet methodology is a syntactic-
semantic approach for the analysis of the text that
represents the cognitive hierarchy of UD depen-
dencies as a graph structure. It uses computational
tools and technologies such as tagged corpus data,
graph algorithms, as well as WordNet synsets, and
Sentiment Dictionaries to extract and integrate data
structures that reflect the relationships between
words and concepts.

The ConGraCNet presents a novel approach to
resolving semantic tasks by leveraging various de-
pendency relations in its fundamental graph struc-
ture. The approach contrasts with the conventional
employment of word embeddings, which entail
representing words as high-dimensional vectors
in a continuous vector space. The ConGraCNet’s
dependency graph approach offers a novel perspec-
tive on semantic similarity identification, with po-
tential ramifications for enhancing the precision
and resilience of natural language processing tasks.
Furthermore, the network’s architectural design
may serve as a framework for developing more
advanced algorithms that integrate a broader spec-
trum of linguistic attributes and word relationships.

While both sequential distribution and graph dis-
tribution approaches aim to represent the meaning
of words and their relationships, the ConGraCNet
methodology is specifically focused on UD depen-
dencies, utilizing a graph-based representation.

The ConGraCNet methodology takes a systemic
approach to exploring the syntactic-semantic con-
structions in natural language. This approach is



based on the idea of an emergent ontology of
syntactic-semantic constructions, which can be
used to categorize the world. The underlying the-
oretical grounding of the ConGraCNet app rec-
ognizes the role of natural language syntactic-
semantic patterns in identifying ontological rela-
tions between concepts and categories.

Each syntactic-semantic pattern expresses a dif-
ferent ontological function, providing insight into
the relationships and connections between differ-
ent concepts. By leveraging these patterns, the
ConGraCNet app builds a hierarchical representa-
tion of syntactic-semantic constructions, capturing
the categorization of the world and the ontological
relationships between concepts. This allows for a
more complete and nuanced understanding of the
relationships and connections between concepts in
natural language.

The dependencies can be classified based on
their emergent cognitive properties, which are rep-
resented through a hierarchical ontological schema
of semantic roles and agent-based representations
(Perak, 2017). By formalizing these dependencies
into multi-layered structures extracted from tagged
corpora, it is possible to explore the possibility of
using graph representations to capture common
knowledge of conceptual entities, attributes, and
processes.

For instance, the "conj" dependency in the
Universal Dependencies (UD) annotation scheme
refers to a type of grammatical relationship that
exists between words in a sentence, where two or
more words are linked together to form a single
syntactic unit by means of their logical conjunc-
tion. In the sentence "I like pizza and pasta," the
words "pizza" and "pasta" are linked by the con-
junction "and," and this relationship is labeled as
a "conj" relationship in the UD annotation. Simi-
larly, in the sentence "She is both smart and beauti-
ful," the words "smart" and "beautiful" are linked
by the conjunction "and," and this relationship is
also labeled as a "conj" relationship. The "conj"
label is used to reflect the grammatical relation-
ship between words in a sentence, and it provides
important information about the meaning and struc-
ture of the concepts in the sentence. In this sense,
the "conj" dependency can be seen as a way to
structure the underlying network of semantically
related concepts in a sentence, by indicating the re-
lationships between words. By extracting the conj
collocates is possible to introduce network and

graph methods to capture the underlying semantic
similarity and create a layer of "conj" related con-
cepts. In NLP, network and graph-based methods
are used to model relationships between words in
a sentence, and they can be used to capture the
underlying semantic similarity between concepts.
In our previous work we have shown how "conj"
dependency can be represented as the underlying
network of semantically related concepts, much
similar to the word embeddings.

The "conj" relationship is an edge between two
concepts in a graph, where the concepts are rep-
resented as nodes. The weight of the edge is be
based on the strength of the semantic similarity
between the concepts, which is determined using
a variety of corpus collocation techniques, such as
word frequency or logDice methods.

By applying the ConGraCNet methodology on
the corpus-based conj dependency structures it is
possible to develop various lexical tasks related to
understanding the semantic and syntactic relation-
ships between lexemes.

1. Identifying conceptually similar lexemes
using the "conj" relationship.(Perak and Kirigin,
2022)

2. Clustering conceptually similar lexemes into
semantic domains by identifying clusters of seman-
tically related concepts.(Perak and Ban Kirigin,
2020)

3. Identifying polysemic structures of a lexeme
by analyzing the relationships between different
meanings of a lexeme.(Ban Kirigin et al., 2021)

4. Identifying antonymicity by analysing sta-
tistical co-occurrence patterns of antonym pairs,
defined by WordNet or other lexicons, in clusters
of graph lexical structures.

5. Identifying category label for a semantic do-
main by analyzing the hypernym or categorial rela-
tionships of the concepts in the domain.(Ban Kiri-
gin et al., 2021)

6. Propagating sentiment values and properties
on a set of semantically similar concepts from a
sparse sentiment dictionaries.(Kirigin et al., 2021)

7. Calculating sentiment value for sentiment
domains: By analyzing the relationships between
concepts in a sentiment domain, the ConGraCNet
methodology can be used to calculate the sentiment
value for the domain.(Ban Kirigin et al., 2022)

By providing a graph-based representation of
the relationships between concepts in text, the Con-
GraCNet app can facilitate the development of



more advanced NLP systems that are better able to
understand and process natural language data.

Future research could build on this work by em-
ploying deep graph learning techniques to enhance
the performance of the ConGraCNet methodology.
By incorporating more complex graph structures
and deep neural network architectures, we may be
able to further improve the accuracy and efficiency
of natural language processing systems. These ef-
forts could have significant implications for a range
of practical applications, such as text generation,
text classification, sentiment analysis and machine
translation. As such, the ConGraCNet methodol-
ogy represents a promising direction for advancing
the field of computational linguistics and paving
the way for more sophisticated natural language
processing systems.
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