
On the Intra- and Inter-linguistic Challenges of Multilingual 
Silver-Data Creation and Disambiguation Biases

● Silver-data creation [1, 2] is a powerful, fast and cheap tool that can be used to tackle both inter- and 
intra-linguistic challenges in NLP by producing training data for: 

○ Low-resource languages

○ A variety of tasks, including those involving figurative language

● Lexical-semantic disambiguation biases strongly affect NLP systems [3]
○ Analyses on the DiBiMT benchmark show that MT models are still far from correctly handling infrequent senses

● Relevant WGs: 1, 3 and 4
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