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● A family of comparable corpora for 30+ languages
● Crawled and pre-processed by “Brno pipeline”:

SpideLing for crawling (includes jusText and chared modules)
Onion for deduplication & Unitok for tokenization

● Compatible tokenization policy for all languages
● Custom tools for language-dependent filtration
● FLOSS tools for lemmatization and PoS Tagging
● Ensemble approach adopted for newer corpora
● “Language-neutral” (Latin) names
● 2 basic sizes (125 M and 1.25 G tokens), “as much as can get” 

size for some languages
● Free online access via a NoSketch Engine corpus manager
● Source data available for non-commercial purposes
● http://aranea.juls.savba.sk | http://unesco.uniba.sk
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