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Dataset C�to�aphy V-Inf�mati� Minimum Des�ipti� Length
Which treebanks appear hard or easy to 
parse, given a model's confidence throughout 
training, and variability therein?

Which treebanks contain the most (or least) 
information that is actually usable by a 
parser, with respect to a naive baseline? 

Which treebanks are the most (or least) 
sample efficient, i.e. most easily fit by a 
parser, irrespective of training set size? 
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