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1 Introduction

Text summarization is the process of automatically
generating brief, fluent, and salient text from a doc-
ument (Edmundson (1969); Luhn (1958); Nenkova
and McKeown (2012)). Summarization can be di-
vided into two as abstractive and extractive (Hahn
and Mani (2000)). Recent advances in deep learn-
ing enabled significant progress in natural language
understanding and generation tasks, including ab-
stractive summarization. Despite such advances,
the works are mostly limited to English which pre-
vents progress in resource-scarce languages.

Agglutinative languages such as Turkish and
Hungarian differ from other languages in the sense
that the word formation process heavily depends
on affixation. The morpho-syntactic properties of
these languages enable the word to carry more in-
formation and utilizing morphology was shown to
be effective for tasks such as named entity recogni-
tion (Güngör et al. (2019)), part-of-speech tagging
(Eşref and Can (2019)), learning word embeddings
(Dobrossy et al. (2019); Üstün et al. (2018)), and
machine translation (Pan et al. (2020)).

In this work, we build text summarization
datasets and research on different abstractive sum-
marization models for agglutinative languages.
The contributions are as follows:

• We release two large-scale publicly available
summarization datasets for low-resource ag-
glutinative languages Turkish and Hungarian.

• We provide strong baselines for both datasets.

• Two types of morphological tokenization
methods (SeparateSuffix and CombinedSuf-
fix) are proposed for both Turkish and Hun-
garian. Through these methods, the effect of
morphology is studied on both datasets.

• We use the pointer-generator model as a base-
line that is commonly-used in abstractive text
summarization and compare it with a state-of-
the-art BERT-based approach.

2 Related Work

Turkish text summarization approaches have been
mostly limited to extractive methods. Studies made
use of latent semantic analysis and singular value
decomposition (Özsoy et al. (2010)), similarity and
frequency based metrics (Çığır et al. (2009)), non-
negative matrix factorization (Güran et al. (2011)),
semantic information (Güran et al.), and query
based models (Pembe and Güngör (2008)). The
datasets used in all these studies are highly lim-
ited in size ranging from 50 (Özsoy et al. (2010))
to 120 (Çığır et al. (2009)) documents. Hungar-
ian text summarization has been studied even less
than Turkish. It has been employed on speech data
using traditional scoring methods (Beke and Sza-
szák (2016)) or for analyzing error propagation in
speech summarization (Ákos Tündik et al. (2019)).

3 Datasets

The sizes of text summarization datasets are crit-
ical for abstractive summarization where mostly
deep learning-based approaches are utilized. In
this work, we prepare two large-scale datasets, TR-
News for Turkish and HU-News for Hungarian.
Both datasets were compiled in a manner to make
them suitable for other NLP tasks such as topic
classification, author identification, and headline
generation. An approach similar to the one used
in the compilation of the English CNN/Daily Mail
dataset was adopted. First, all publicly available
newspapers for the two languages were gathered
from Wikipedia. By a detailed analysis based on
criteria such as content and abstract lengths, HTML
markup quality, content quality, three news sites
for both Turkish and Hungarian were identified. A
web crawler was used to extract the relevant fields
which are URL, title, abstract, content, date of pub-
lish, author, source, topic, and tags. The documents
were further processed to eliminate the ones with
missing values in content or abstract fields.

The training, validation, and test sets are, respec-
tively, 277,573, 14,610, and 15,379 for TR-News,
and 211,860, 11,151, and 11,738 for HU-News.



TR-News HU-News
Model R1 R2 RL R1 R2 RL
LEAD-2 31.37 17.91 26.92 24.34 7.87 17.61
LEAD-3 28.64 16.21 24.07 23.70 7.78 16.75
WhiteSpace 31.61 18.55 29.57 22.92 7.69 19.78
Unigram LM 33.38 19.77 31.15 24.33 8.25 20.91
SeparateSuffix 34.94 20.89 32.56 23.86 8.10 20.53
CombinedSuffix 33.93 20.07 31.57 23.57 7.97 20.23
mBERT-uncased 21.70 8.95 18.41 21.88 4.51 17.62
mBERT-cased 30.99 18.09 26.54 26.54 9.72 19.51
BERTurk-uncased-32K 27.40 15.60 23.36 - - -
BERT-uncased-128K 26.92 15.25 22.96 - - -
huBERT-uncased - - - 25.40 10.03 18.54

Table 1: Rouge-1, Rouge-2, and Rouge-L results of pointer-generator models with different tokenizations and
BERT models.

4 Methodology

Two models have been used in this study
for text summarization, which are the pointer-
generator model (See et al. (2017)) and the
BERT+Transformer model. As the first and the
baseline model, we chose the pointer-generator
model which is commonly-used in abstractive sum-
marization. It is an encoder-decoder network based
on the LSTM architecture and is capable of de-
ciding whether to point to a word from the input
sequence or to generate a new word from the vo-
cabulary at each time step. As the second model,
we utilized an encoder-decoder architecture that
makes use of BERT as the encoder and a 6-layered
transformer network as the decoder (Liu and La-
pata (2019)). To initialize the encoder, we used a
pretrained BERT (BERTSumAbs) model.

To see the effect of morphology-based tokeniza-
tion in abstractive summarization for agglutinative
languages, we implemented two different tokeniz-
ers for Turkish and Hungarian. The approaches
we use are more linguistically-oriented compared
to the commonly-used unigram language model
(ULM) and byte pair encoding (BPE) tokeniza-
tions. Rather than splitting the word based on
statistical methods, we aim to leverage the true
morphological structure within the words. Both
methods are based on the roots of the words and
the suffixes. In the first method (SeparateSuffix)
all morphemes (root and suffixes) are considered
separately, whereas in the second one (Combined-
Suffix) the word is divided into two parts as the
root and all the suffixes in concatenated form.

5 Experiments and Results

In the first experiment, we test the effects of
different tokenization methods using the pointer-
generator model. In the original model, whites-
pace tokenization is used. In this experiment, in
addition to whitespace that serves as a baseline,
we use three other tokenization methods. Two
of them (SeparateSuffix and CombinedSuffix) are
linguistically-oriented and one (ULM) is statistical.
The first part in Table 1 shows the LEAD baselines
that are commonly-used in text summarization and
considered as strong baselines, and the second part
shows the tokenization results. The results show
that morphological tokenization methods are ef-
fective for both agglutinative languages compared
to whitespace tokenization. When we compare
the two morphology-based methods, we see that
SeparateSuffix outperforms CombinedSuffix.

The second experiment aims at observing the
performance of a state-of-the-art summarization
model and comparing its performance with the
baseline pointer-generator model. In addition to
using multilingual BERT models, we also experi-
ment with the monolingual BERT models which
are BERTurk (Schweter (2020)) for Turkish and
huBERT (Nemeskey (2020)) for Hungarian. The
third part in the table shows the results. We see that
the multilingual cased BERT model outperforms
all the other BERT models for both Turkish and
Hungarian. The best BERT models for Hungarian
outperform both of the LEAD baselines and the
pointer-generator models. This is not the case for
Turkish where the best BERT model falls behind
the pointer-generator model.
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