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1 Introduction

We propose to build a constructicon for Universal
Dependencies (UD), consisting of (i) an inventory
of universal linguistic constructions; (ii) for each
construction, an inventory of common strategies
for realizing that construction in the world’s lan-
guages; and (iii) for each construction-strategy pair,
a cross-linguistically applicable UD analysis and
representative examples from different languages.
After providing some background and motivation
for the project, we illustrate the idea with a case
study of one construction: predicate nominals.

2 Background and Motivation

The UD framework is designed to support cross-
linguistically consistent morphosyntactic annota-
tion for the world’s languages (Nivre et al., 2016,
2020). A key idea is to bring out similarities (and
differences) across languages by maximizing the
amount of parallel structures. This is achieved by
giving priority to direct syntactic relations between
content words, such as verbs, nouns and adjectives.
This increases the probability of finding parallel
structures across languages, since function words
in one language often correspond to morphologi-
cal inflection (or nothing at all) in other languages.
This is illustrated in Figure 1, showing a simpli-
fied UD analysis of two equivalent sentences in
English and Finnish, which are similar concerning
relations connecting verbs and nouns (highlighted
in red), but differ in that English uses function
words like the and from to encode grammatical
information, while Finnish uses morphological in-
flection (represented by features like Case=Nom).
(For an in-depth discussion of the UD framework,
see de Marneffe et al. (2021).)

The UD framework has been claimed to harmo-
nize well with findings from linguistic typology
(Croft et al., 2017), but it is limited by the fact that
it only annotates overt morphosyntactic strategies
and not the underlying universal constructions, in
the terminology of Croft (2022). As a consequence,
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Figure 1: Simplified UD annotation for equivalent sen-
tences in English (top) and Finnish (bottom).

UD fails to capture common constructions across
languages when strategies diverge beyond the en-
coding of grammatical information through mor-
phology or function words. A typical example is
the possession construction, expressing that A is
in possession of B, which can be realized by very
different strategies, including those paraphrased
below (Croft, 2022):

1. The location strategy: “B is at A”
2. The with-strategy: “A is with B”
3. The topic-strategy: “as for A, B exists”
4. The have-strategy: “A has B”

In such cases, there is nothing in the UD annotation
that captures the common construction realized by
different strategies across languages.

A constructicon for UD is a way of organiz-
ing the annotation guidelines by constructions and
strategies. Such a resource can serve a number
of complementary purposes in computational lin-
guistics. For the UD project itself, it will provide
better support for adding new languages to UD, im-
prove cross-linguistic annotation consistency, and
help identify gaps or deficiencies in the existing
guidelines. For the wider community interested
in linguistic typology, the constructicon can be
combined with annotated data sets from UD to
construct a fine-grained morphosyntactic typology
based on the statistical distribution of strategies
across constructions and languages. Such a ty-
pology would go beyond the categorical typologi-
cal classification that has been dominant so far, in
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Figure 2: UD annotations for the four strategies used to realize the predicate nominal construction. From left to
right: zero, verbal, verbal copula, nonverbal copula. NOM = any nominal part of speech (NOUN, PRON, PROPN);
NV = any nonverbal part of speech. Dashed arcs indicate syntactic relations that may be missing in case of pro-drop.

line with recent work on quantitative typology by
Futrell et al. (2015), Levshina (2019), Gerdes et al.
(2021), Yan and Liu (2023), among others. This
classification could be useful not only for linguistic
typology but also for typologically informed ap-
proaches to NLP, as it would make available more
fine-grained language representations that could be
leveraged by multilingual NLP models. Finally, a
UD constructicon can form the basis for a more sys-
tematic evaluation and understanding of such mod-
els, complementing more surface-oriented work on
probing and targeted syntactic evaluation (Marvin
and Linzen, 2018; Goldberg, 2019; Tenney et al.,
2019; Hewitt and Manning, 2019; Hu et al., 2020;
Kulmizev et al., 2020). An interesting research
question in this context is whether multilingual lan-
guage models learn cross-lingual abstractions at
the level of strategies or constructions (or both).

3 Case Study: Predicate Nominals

To illustrate the idea of a UD constructicon, we
discuss one universal construction, the predicate
nominal construction1 (Croft, 2022), which is used
to predicate of some argument that it belongs to
a category of objects. A typical example in En-
glish is Sam is a doctor, which predicates of some
individual named Sam that he/she belongs to the
category of doctors. This is a non-prototypical
predication construction, which is realized using
at least four different strategies across the world’s
languages (Croft, 2022):

1. Zero strategy: A noun is used as a predicate
without any overt marking or linking element.

2. Verbal strategy: A noun is inflected like a verb
when used as a predicate.

3. Verbal copula strategy: A noun is combined
with a linking element in the form of a verb.

4. Nonverbal copula strategy: A noun is com-
bined with a linking element that is not a verb.

1An alternative name for this construction is object predi-
cation.

The four strategies are exemplified in (1–4) below.2

(1) aga bawa taleng-duap [Waskia]
my brother policeman
‘my brother is a policeman’

(2) ni-ticitl [Classical Nahuatl]
1SG-doctor
‘I am a doctor’

(3) elle est médécin [French]
she is doctor
‘she is a doctor’

(4) eia la taua [Nakanai]
3SG DEM spirit
‘he is a spirit’

A UD constructicon should describe how each of
these strategies is to be annotated in UD, as shown
in Figure 2. What is common to all strategies is a
nominal subject relation (nsubj) linking the predi-
cate nominal to its subject, which is itself a nominal
(that is, a phrase whose head is of category NOUN,
PRON and PROPN). The NOM element is put in
brackets and the nsubj relation is dashed to indicate
that the subject may not be overtly realized in the
case of pro-drop. The verbal strategy differs from
the zero strategy in that the predicate is assigned
the part-of-speech tag VERB in virtue of the ver-
bal inflection. The verbal and nonverbal strategies
both have an obligatory linking element, connected
to the predicate with a cop relation, but differ in the
part-of-speech tag assigned to this category (AUX
vs. any nonverbal category).

4 Conclusion

To improve the support for cross-linguistically con-
sistent annotation in the UD framework, we pro-
pose to build a systematic inventory of construc-
tions and strategies for the world’s languages, with
concrete annotation guidelines and corpus exam-
ples. We call this resource a constructicon for UD.

2Note that example (2) contains no overt subject because
of pro-drop.
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