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This research aims to provide insights into the
feasibility of using large language models for ef-
ficient and inclusive idiom corpus construction
across multiple languages. In addressing this is-
sue, the methodology involves employing large
language models to create sentence samples con-
taining idioms. These samples form the basis for
training an idiom detection model, with the final
phase evaluating trained models against a set of
gold-labeled test data. As a future study we plan
to extend idiom generation to additional languages.
The primary objective is to assess the effective-
ness of artificially generated datasets by training
state-of-the-art models on idiom detection tasks.
Relevant UniDive working groups: WGI1, WG3

1 Introduction

An idiom can be described as a linguistic construct
where the collective meaning is distinct and cannot
be inferred directly from the meanings of its con-
stituent words. Due to this distinctive composition,
idioms negatively affect the performance of mod-
els in various tasks, such as machine translation
(Isabelle et al., 2017). Traditional idiom annota-
tion approaches (Cook et al., 2008), relying on the
annotation of natural text, suffer from unbalanced
distributions of idiomatic and nonidiomatic sam-
ples, lack of diversity in terms of surface forms
and the data scarcity problems. Alternative data
collection and annotation approaches have been
proposed such as crowd-creating (Eryigit et al.,
2023) and human-collecting (Tayyar Madabushi
et al., 2022).

A number of datasets are proposed focusing on
sentence samples that include idioms, as can be
seen in Table 2. Most of the existing datasets con-
tain only English idioms and lack sufficiently di-
verse examples. This deficiency is attributed to the
high cost and extensive time required for data label-
ing. In this work, we introduce an ongoing study in-
vestigating an economical and efficient alternative

to human labeling: large language models. This
study primarily concentrates on rapidly generating
idiomatic instances that are inclusive and applica-
ble to a variety of languages, utilizing large lan-
guage models. The outcomes of this approach will
be benchmarked against existing datasets. Conse-
quently, this research aims to evaluate whether the
corpora produced by these large language models
are as effective as those generated through human
labeling, in teaching idioms to the language mod-
els.

2 Methodology

As of now, sentence samples featuring idioms were
generated specifically for the Turkish language,
using ChatGPT4. A two-step methodology was
employed for this generation process. Initially, the
language model was prompted with the idiom itself
and asked about the various contexts in which the
idiom could be appropriately used. Subsequently,
for each identified meaning, ChatGPT4 was tasked
with creating distinct sentences both for literal
and figurative usage of the idiom, further enrich-
ing these sentences by diverse grammatical struc-
tures (i.e., declarative-interrogatory, affirmative-
negative, short-long sentences) (Table 1). For 36
distinct idioms from Dodiom dataset (Eryigit et al.,
2023), a total of 7200 sentence samples were gen-
erated, with each idiom having 200 individual sen-
tence examples in Turkish.

Later, to evaluate performance of the generated
dataset in an automatic idiom identification system,
a sequence labeling task is defined as assigning
labels to each token in a sentence such as idiom
(D), literal (L), and other (O). On par with many
recent studies within the literature (Eryigit et al.,
2023; Saxena and Paul, 2020; Ehren et al., 2020), a
BiLSTM-CRF model is trained using the generated
ChatGPT4 dataset. To test this model, 20% of a
human-generated and labeled dataset from Eryigit
et al. (2023) is utilized and the remaining part of



‘[DEYIM]’ bir Tiirkge deyimidir. Bu deyimi hem ger¢ek hem de mecaz anlamlarinda kullanabiliriz. Liitfen

Prompt #1 bu deyimin mecaz anlamda kullanildig1 durumlar listeleyin.
‘[DEYYIM]’ is a Turkish idiom. We can use this idiom both literally and figuratively. Please list the cases
where this idiom is used figuratively.
P # Belirtilen deyimi, farkli baglamlarda ve nilanslarda kullanarak yukaridaki her bir kategori i¢in dort farkli
rompt climle olugturun. Biitiin ciimleler mecaz anlami yansitmalidir. Ilk ciimle kisa ve 6z, ikinci climle uzun

ve detayls, tigiincii ciimle soru formunda ve dordiincii ciimle ise olumsuz bir yapida olmalidir. Deyimin
kelime koklerini degistirmeyerek. Deyim: ‘[DEYIM]

Create four different sentences for each category above using the given idiom in different contexts and
nuances. All sentences should reflect the figurative meaning. The first sentence should be short and concise,
the second sentence long and detailed, the third sentence in the form of a question and the fourth sentence
in a negative form. Keeping the lemmas of the idiom unchanged. Idiom: ‘[IDIOM]’

Table 1: Examples of prompts used to generate sentence samples containing idioms from ChatGPT4.

this dataset is used to train another model with the
same architecture for comparison. The final phase
includes evaluating the performance of both these
trained models against the set of gold-labeled test
data. Results can be seen in Table 3.

The findings indicate that while data generated
using ChatGPT4 does not match the efficacy of
human-generated and labeled data in training id-
iom identification systems, the proposed approach
still holds promise. Additionally, we observed that
the produced sentences consist of mostly uniform
idiom surface forms with adjacent idiom compo-
nents.

3 Future Work

Future works of this study will focus on extend-
ing the idiom generation to additional languages.
The efficacy of these artificially generated datasets
will be assessed by training state-of-the-art mod-

Training Dataset Macro-Avg. F1 Score
ChatGPT4 0.65
Dodiom 0.75

Table 3: Macro-Avg. F1 Scores of models tested on
Dodiom test split.

els on idiom identification task to measure their
performance. Also, the study will explore enhance-
ments in data generation processes, particularly
focusing on the application of prompt engineering
techniques, with the aim of improving the quality
of the synthetically generated data. For example,
the prompts may be enhanced similar to Eryigit
et al. (2023) where the crowd is encouraged to also
produce sentences containing idioms composed of
non-adjacent components (i.e., other words inter-
vene between the components of the idiom).

Dataset # of sentences # of idioms Language
AStitchInLanguageModels (Tayyar Madabushi et al., 2021) 6430 336 Multilingual
Dodiom (Eryigit et al., 2023) 12706 73 Multilingual
EPIE (Saxena and Paul, 2020) 25206 717 English
Gigaword (Li and Sporleder, 2009) 3964 17 English
ID10M ;4 (Tedeschi et al., 2022) 800 470 Multilingual
ID10My;;per (Tedeschi et al., 2022) 262781 10118 Multilingual
IDIX (Sporleder et al., 2010) 5836 78 English
MAGTPIE (Haagsma et al., 2020) 56622 1756 English
OpenWME Japanese (Hashimoto and Kawahara, 2009) 102856 146 Japanese
PARSEME (Savary et al., 2015) 274376 13755 Multilingual
PIE (Haagsma et al., 2019) 2239 591 English
SemEval-2013 Task 5b (Korkontzelos et al., 2013) 4350 65 English
SemEval-2022 Task 2 (Tayyar Madabushi et al., 2022) 8683 50 Multilingual
TroFi (Birke and Sarkar, 2006) 1298 25 English
VNC-Tokens (Cook et al., 2008) 2984 53 English

Table 2: Some corpora containing idiom samples.
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