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1 Introduction

In order to promote universality and diversity in de-
velopment of NLP systems, some attention should
be directed towards defining evaluation metrics for
multilingual tasks that reward systems for their
success in handling different languages. In current
practice, the most common metric is a simple av-
erage of performance over all datasets, which may
undermine the goal of diversity in several ways.
First, the inherent difference in what constitutes
a good score can vary widely between languages,
making a given difference in score between sys-
tems either very meaningful or not. For exam-
ple, when dependency parsing is evaluated using
labeled attachment score (LAS), languages with
strict word order might be easily parsed to the 0.9
level with errors being sparse but crucial, whereas
languages with free word order might be challeng-
ing to parse past 0.6, with handling of individ-
ual problems resulting in large gains. Second, the
method of score aggregation by averaging gives no
incentive for system developers to improve perfor-
mance through work on a diverse set of languages;
since a given point improvement on any language
is worth the same in the overall score, it is likely
the motivation is in fact to continue working within
the “comfort zone” of the system so far.

We propose voting-based score aggregation in
multiple datasets. The principle is simple: each
dataset d is given a budget of points it allocates to
systems s ∈ S based on their rank on that dataset,
rd(s), where the rules of point allocation are the
same for all datasets and are a monotonic decreas-
ing function of the rank, p(r). As long as there
are no ties, this results in each dataset allocating
the exact same total number of points, satisfying a
condition of equity among datasets.1 Finally, sys-
tems are ranked based on the total number of points

1Ties may also be accounted for while preserving this
principle. For the pilot study below, tied systems were given
points according to the best rank in the range. This did not
happen frequently and only affected low-ranking systems.

allotted to them, PD(s) =
∑

d∈D p(rd(s)). This
shift in focus from raw numbers to ranks answers
both of the shortcomings identified above: credit is
gained by surpassing other systems rather than by
constant score increases, meaning that large gains
in points are made through improving past the lev-
els that challenge many other systems, leading to
more meaningful practical breakthroughs; and the
“lowest-hanging fruit” for improving a system is
not by staying in its comfort zone, but rather by
shifting the development effort towards datasets
and languages that suffer to that point from under-
attention.

2 Pilot Study—Universal Dependencies

The multilingual parsing task took place in two
editions in 2017 (Zeman et al., 2017) and 2018 (Ze-
man et al., 2018) as part of the CoNLL conference,
studying the ability of models to produce depen-
dency parse trees in the UD framework for multiple
languages. We chose it as suitable to examine our
proposed aggregation method due to the large num-
bers of both treebanks (81 and 82, respectively,
representing a set of languages that is diverse by
many criteria) and participating systems (33 and
26, respectively), with all systems reporting results
on all treebanks. In this study, we focus on the
LAS metric, which was highlighted by the task
organizers and is agreed to be the main metric of
interest.2

We implement three versions of voting aggrega-
tion: Rank Complement (RC) simply subtracts
the rank of the system from the overall system
count (+1); Top Ten (TT) subtracts the rank for
the top ten performing systems from 11 and as-
signs the rest zero points; Eurovision (ESC) scor-
ing modifies TT by assigning the top two systems
12 and 10 points respectively, thus upweighing the
importance of outperforming all systems on an in-
dividual dataset.

2Other metrics include UAS and POS tagging accuracy,
but also upstream tasks like tokenization and word segmenta-
tion where many systems opted for a baseline solution, result-
ing in mostly uninteresting rankings.



Figure 1: Comparison of system ranks in official scoring and ESC scoring in CoNLL the 2017–8 shared tasks.

2.1 Results

Plots demonstrating the difference in overall sys-
tem ranking between the averaging metric (x-axis)
and the ESC metric (y-axis) in the 2017 (left) and
2018 (right) tasks are presented in Figure 1. The
TT metric produced nearly identical results to ESC,
and RC’s were somewhere in between it and aver-
aging. The scoring method produces interestingly
different rankings in both cases, and the differences
themselves seem to exhibit different patterns.

The top seven systems of the 2017 tasks are
surprisingly robust to the change in aggregation,
indicating that systems were calibrated for winning
by improving over all datasets in a balanced man-
ner. Meanwhile, the rest of the systems evidently
followed different strategies, leading to large gains
in the averaged metric for systems such as Edin-
burgh’s, while more diversity-friendly ones like
Paris’s (de La Clergerie et al., 2017) may have
been unfairly treated by the race for average. The
baseline UDPipe system also proved inadequately
balanced, ranking low on many datasets but keep-
ing a high average.

In 2018, however, the results follow a differ-
ent pattern. The Stanford system (Qi et al., 2018)
vaulted from a mediocre average-based ranking to
second place thanks to its top performance on many
of the datasets. Praha’s system followed the same
trend further down the pack, but all other systems
oscillated within three places of their ranks.

Another advantage of the voting system is that
it produces score lists with much larger margins
between systems, helping readability and interpre-
tation. In the average-ranked list for 2018, five
top-ten system pairs are within 0.1 point of each
other, and #1 is five points above #10. In the ESC

table, the smallest margin is nine ranking points,
and the margin between #1 and #10 is 572 points.

3 Related Work

Several alternative treatments of system evalua-
tion have been proposed over the years, and we
intend to compare their outputs to our systems’ as
well. One particular example is the paired eval-
uation framework, such as the one suggested by
Peyrard et al. (2021), whose empirical tests suggest
a change in SoTA for important tasks. While also
a ranking-centric measure, we note that both its
implementation and application are substantially
more complex than our proposal.

4 Planned Work

For the next steps in the experimentation of voting-
based aggregation strategies, we aim to collect
data from many other multilingual shared tasks
such as SemEval (e.g., Barnes et al., 2022) and
Sigmorphon (e.g., Batsuren et al., 2022), and per-
form similar analyses on their results; to extend
the set of voting methods examined and produce
their scores as well (this can include methods not
solely dependent on rank but still distributing an
equal budget per dataset); to investigate the no-
tion of statistical significance when considering
rank-based measures; to produce a human-based
meta-evaluation protocol for multi-dataset system
ranking and running it against the various methods;
and finally, to contact developers of systems par-
ticularly excelling in voting-based aggregation and
solicit them for possible reasons for this success,
collating their responses for the use of the UniDive
action in its publications as recommendations for
practitioners.
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