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1 Introduction

Nowadays, in the era of massively pretrained Large
Language Models (LLMs), the level of understand-
ing that Natural Language Processing (NLP) solu-
tions show is impressive. However, in the pursuit
of achieving Artificial General Intelligence (AGI),
relying solely on vast amounts of raw text for mod-
eling language may present different limitations
(Bender et al., 2021). As an example, the Zip-
fian distributional nature of linguistic phenomena
(Kilgarriff, 2004) makes it very hard to model the
long tail of rare cases, particularly in the context
of less-resourced languages, prompting the explo-
ration of alternative methodologies. An increas-
ingly pertinent approach involves the integration
of external knowledge bases and lexica to aug-
ment and refine the knowledge acquired during
the language models’ pre-training phase. By in-
corporating structured information from diverse
sources, such as encyclopedic databases and lexi-
cal repositories, language models can potentially
overcome the shortcomings associated with the
long tail of rare linguistic cases. This shift to-
wards a knowledge-enhanced paradigm not only
addresses intra-linguistic challenges but also holds
promise in facilitating inter-linguistic connections
by providing a broader and common contextual
understanding of linguistic phenomena across lan-
guages.

In this proposal, we present two distinct yet in-
terconnected tasks, each integral to advancing the
capabilities of language models. The first task re-
volves around the nuanced process of grounding
textual content to reference knowledge bases, an
essential step in strengthening language models’
understanding and contextualization capabilities.
By establishing a robust link between textual in-
formation and external knowledge repositories, we
aim to enhance the models’ comprehension of var-
ied topics, fostering a deeper and more accurate

∗Work carried out at Babelscape, Italy.

representation of language.
At the same time, our proposal delves into the

realm of cross-lingual modeling, with a specific fo-
cus on its application in Machine Translation. Ad-
dressing the intricacies of multilingual communica-
tion is a pivotal aspect of achieving comprehensive
language understanding. We aim to investigate
and contribute to the methodologies that enable
language models to navigate seamlessly across lan-
guages, ensuring effective and contextually appro-
priate translation.

Engaging with these challenges within the Uni-
Dive working groups provides a unique opportu-
nity to assess the current landscape of multilingual
NLP comprehensively. By leveraging the collec-
tive expertise within the UniDive community, we
seek not only to identify potential solutions but
also to delineate promising research directions to
propel the field forward.

2 Linking Raw Text to Structured
Knowledge: Advancing NLP through
Grounding

In the landscape of NLP, the fundamental act of
linking raw text to structured knowledge stands as
a linchpin, enriching language models with inter-
pretability, control, and access to curated informa-
tion. This so-called grounding, is exemplified by
tasks such as Entity Linking, where systems have
to connect the surface text of known entities (e.g.,
“Barack Obama”) to a reference knowledge base
(e.g., Wikipedia https://en.wikipedia.
org/wiki/Barack_Obama), providing nu-
anced insights specific to the linked entity.

While grounding undoubtedly offers a plethora
of advantages, the core challenge lies in effectively
covering and structuring the vast expanse of global
knowledge. For instance, many existing Entity
Linking systems demand a predefined list of po-
tential candidates for each entity to disambiguate,
imposing significant constraints on their practical
applicability.

Within the UniDive framework, we present Re-
LiK (Anonymous, 2023), an advanced Entity Link-
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ing and Relation Extraction1 system. Operating on
a Retriever-Reader paradigm (Chen et al., 2017),
ReLiK achieves state-of-the-art performances with
a distinctive approach – it requires only entities or
relations definitions2 to link them to raw text seam-
lessly. This groundbreaking methodology not only
streamlines the linking process during downstream
applications but significantly elevates the model’s
generalization capabilities.

Moreover, the impressive inference speed of Re-
LiK, coupled with its generalization capabilities,
not only facilitates leveraging EL and RE for down-
stream applications but also enables the efficient
tagging of extensive datasets. Furthermore, Re-
LiK’s capability to uncover novel lexicalizations
for specific entities and enrich knowledge base
relations between entities marks a transformative
step towards continual evolution and enrichment
of linguistic resources.

In summation, the journey of linking raw text to
structured knowledge using systems like ReLiK ad-
dresses current challenges in grounding and charts
a course toward advancing the synergy between
language models and curated knowledge reposito-
ries within the UniDive paradigm.

3 Grounding Impact on Downstream
Applications

Grounding text to reference knowledge bases lies
at the core of many AI problems, such as Infor-
mation Retrieval (Hasibi et al., 2016; Xiong et al.,
2017), Automatic Text Summarization (Amplayo
et al., 2018; Dong et al., 2022), Language Model-
ing (Yamada et al., 2020; Liu et al., 2020), and Au-
tomatic Text Reasoning (Ji et al., 2022), inter alia.
One particularly interesting and recent application
is mitigating the disambiguation bias within Ma-
chine Translation (MT) (Campolungo et al., 2022).
Lexical ambiguity, a longstanding challenge in MT,
is illustrated by instances such as the sentence “He
poured a shot of whiskey”. The polysemous word
“shot”, in this context, signifies a small quantity,
suggesting a possible translation into Italian as
“Versò un goccio di whiskey”. However, several
MT systems (open and commercial ones) propose
an alternative translation like “Versò uno sparo di

1The task of extracting relation between entities, such as
capital-of between Room and Italy.

2A definition can be any textual description. For example,
the entity “Barack Obama” can be defined with the opening of
its Wikipedia Page: Barack Obama is an American politician
who served as the 44th president of the United States.

whiskey”, where the noun “sparo” unexpectedly
means gunshot.

In this proposal, we introduce WSP-NMT (Iyer
et al., 2023), an innovative approach that lever-
ages grounding towards BabelNet (Navigli and
Ponzetto, 2012), a wide-coverage lexical-semantic
knowledge resource that helps to scale tasks and
applications to hundreds of languages, to en-
hance models’ resilience against the disambigua-
tion bias through a pre-training noisification strat-
egy. Specifically, before the fine-tuning of an MT
model, during a pre-training phase, it is tasked
to reconstruct input sentences that undergo noise
injection by substituting words with their transla-
tions from multiple languages. For example, given
the sentence “The cat is on the table”, a possible
noisification would be “The gatto in on the mesa”,
where the world “cat“ is substituted with its Ital-
ian translation “gatto”, and “table” with it Spanish
translation “mesa”. This innovative approach en-
hances the latent disambiguation capabilities of
the final machine translation systems and signifi-
cantly improves the overall translation quality. The
novelty with respect to previous approaches (Pan
et al., 2021) lies in the creation of the pre-training
dataset. Indeed, the dataset is created by leveraging
a Word Sense Disambiguation system (Barba et al.,
2021), i.e., a system that connects words in con-
text to their specific meaning itemized in reference
knowledge bases, which in this case is BabelNet.
In this way, leveraging BabelNet, we can substitute
words with their translations in other languages
without incurring in the lexical ambiguity problem.
Remarkably, these improvements are observed in
both mid- and low-resource settings, highlighting
the effectiveness of external knowledge bases in
bridging language gaps, even in low-resource lan-
guage scenarios. In essence, the application of
grounding methodologies, exemplified by WSP-
NMT, not only addresses disambiguation bias in
MT but also demonstrates the potential of exter-
nal knowledge bases to enhance language under-
standing and translation capabilities across diverse
linguistic landscapes.

In conclusion, we firmly believe that these inno-
vative approaches, showcased within the UniDive
framework, demonstrate the potential for enhanced
language understanding and cross-lingual applica-
tions. For a deeper exploration of their methodolo-
gies, we encourage interested readers to refer to
the original papers for comprehensive details.
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