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1 Introduction

The nominal coreference resolution task is dedi-
cated to identifying who is an entity mentioned by
some expression in a text (Jurafsky and Martin,
2000). For instance, consider the sentence: “John
saw Mary in the market, and she was wearing a red
dress”. In this example, “she” refers to the entity
“Mary”. This is a straightforward nominal coref-
erence relation between a pronoun and an entity.
However, some languages drop the subject in some
sentence constructions and are known as pro-drop
languages (Saab, 2016). Among these languages,
there are the romance languages, which encompass
Spanish, Portuguese, and Italian. We should high-
light that although French is a romance language, it
is not pro-drop. Nonetheless, we intend to consider
this language in our planning.

The dropping of pronouns in those languages
can arise in coreference1 situations, which can
influence the predictions of a zero-show or a
few-show coreference model. Consider the fol-
lowing example of coreference in Portuguese
that comprises a case where a definitive article
(os/the) refers to an entity (Os usuários antigos/Old
Users)2.

Example 1.1 (Portuguese Coreference Example)
Os usuários antigos eram os que mais recla-
mavam.

Old users were the ones who complained the
most.

This is a usual construction in the Portuguese
language where no pronoun or entity refers to an
entity. If we look at the English version of the
sentence, there is a complete subject, instead of
only an article, referring to the entity “Old users”,
which is “the one”. This is particularly common

1From this point on in the paper, we will always consider
the coreference task as the nominal coreference task.

2A glossing for this example is: Os usuários antigos/The
old users, eram/were, os/the, que/who, mais/the most, recla-
mavam/complained.

in romance languages, except for the French lan-
guage.

In addition to this challenge in the coreference
task, there is the possible influence of Multiword
Expression (MWEs). These linguistic expres-
sions are specific and idiosyncratic for each lan-
guage (Savary et al., 2018) and can be categorized
according to their ability to be coreferential (Éric
Laporte, 2018). Considering this relevance for
coreference, we aim to investigate the influence
of MWEs in coreference models in romance lan-
guages.

MWE and pro-drop features in some of the
romance languages pose some challenges to the
coreference task, hence we propose the following
research questions:

(Q1): Are the current state-of-the-art coreference
models for the English language, when ap-
plied as zero-shot inference models in Ro-
mance languages, consistently producing sim-
ilar errors across these languages?

(Q2): Do few-shot coreference models trained in
Romance languages and tested in the same
languages will exhibit similar errors?

(Q3): If errors produced by zero-shot and few-shot
coreference models are consistent across Ro-
mance languages, can these errors be catego-
rized, and can they provide insights for en-
hancing few-shot or even zero-shot corefer-
ence models for the Romance languages?

(Q4): To what extent can Multi-Word Expressions
(MWEs) influence the prediction errors of
zero-shot and few-shot coreference models,
and can this influence be quantified in Ro-
mance languages?

2 Related Work

Savary et al. (2023b) conducted a study that as-
sessed the occurrences of MWE in coreference
chains for the French language. The investiga-
tion is the most similar research to our proposal



since it analyzes the influence of MWE in a coref-
erence dataset in the French language. The re-
sults of the study show that MWEs do not occur
in long-chain coreferences. A more linguistic and
qualitative analysis of MWE and coreference was
performed by Éric Laporte (2018). The author
proposed a taxonomy for MWE based on corefer-
ence, phrase structure, and other linguistic proper-
ties. Some examples supported the proposed taxon-
omy. Other works, however, apply a coreferential
model to the SemEval-2010 Task 1 dataset (Re-
casens et al., 2010), which comprises three ro-
mance languages: Spanish, Catalan, and Italian.
For instance, (Bohnet et al., 2023) and (Le and
Ritter, 2023). However, none of them scrutinize
the state-of-the-art coreference models regarding
the errors to achieve better results. In this plan, we
propose to do this investigation, in addition to re-
searching the influence of MWE in the predictions.
This can be shedding new light on the influence
of MWE and how LLMs behave in the Romance
languages.

3 Planned Methodology

The planned methodology for this research is
guided by the research questions. Following, we
detail the list of the programmed tasks for each
research question.

Q1. For this research question, we have the
following list of tasks. (1) Reviewing of the state-
of-the-art for the coreference task. This is an al-
ready done task. Our reference works are Liu
et al. (2022); Bohnet et al. (2023); Zhang et al.
(2023), which all modeled the coreference task as
a sequence-to-sequence model. However, we in-
tend always to keep up with the current news in
the field. (2) Collecting of coreference datasets for
Romance languages. The start point for this task is
the following works for the Portuguese language
(Lapshinova-Koltunski et al., 2022; Vieira et al.,
2018), the Spanish language (Recasens and Martí,
2010), the Italian language (Rodrıguez et al., 2010;
Guarasci et al., 2021), and the French language
(Wilkens et al., 2020). (3) Applying of pre-trained
English coreference model to the collected datasets.
The initial experiments we are planning to do are
zero-shot, i.e., no training in the romance lan-
guages. The model we intend to apply is the model
proposed by Bohnet et al. (2023) since is the state-
of-art for the English coreference and the source
code for training is available. (4)Qualitative Anal-

ysis of the errors of the prediction. We intend to
analyze a sample of randomly selected errors pro-
duced by the model in the previous task.

Q2. The task for this research question leverages
the outcome of the tasks assigned to the previous re-
search question, although we intend to do a deeper
analysis of the errors and also report them.

Q3. Like the previous questions, we intend to
get the outcome of the tasks listed for research
question one. However, here we intended to add
the following tasks to the planned work. (1) Re-
viewing about the taxonomy of coreference errors.
Is there in the literature a proposed taxonomy of
errors or can you employ the conference taxon-
omy to categorize the errors? (2)Analysis of error
categories for possible improvements. Given the
error categories, are there any improvements that
we can make to the current models for romance
languages?

Q4. For this research question, we planned the
following tasks. (1) Collecting of lexical resource
databases of MWEs for Romance languages. We
will begin this task using the mwetoolkit (Ramisch
et al., 2010), which is a toolkit to aid the extraction
of MWEs. Other possible references are (Mad-
abushi et al., 2022; Savary et al., 2023a). (2) Ex-
traction of MWEs in the coreference corpora.Next,
we going to map the occurrences of MWEs in the
coreference corpora. To do this automatically, we
can detect MWEs in the coreference corpora by (a)
a lexical matching methodology or by (b) model-
ing the task as a sentence classification task, like in
the Shared Task from SemEval 2022 Task 2 (Mad-
abushi et al., 2022). We aim to test both method-
ologies. After this task, we will be able to assess
which languages we could probe the coreference
models. (3) Analyze the coreference by MWEs. Us-
ing the results of the previous task, and the results
from task 3 of question Q1 (results from the appli-
cation of the coreference English model), we going
to analyze the influence of MWEs in the prediction
of coreference models in the Romance languages.
(4) Development of new models or strategies. After
the analysis of the previous task, we aim to develop
new strategies to improve the coreference models
for the romance languages. The results and the
models of this step will be released publicly.

4 Expected Results

For this research plan, the expected results are (1)
shedding light on the current state-of-art corefer-



ence models for romance languages; (2) mapping
the influence of MWE in the coreference models
for romance languages, and (3) improvements in
the coreference models for romance languages.
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Bhatia, Marie Candito, Polona Gantar, Uxoa Iñur-
rieta, Albert Gatt, Jolanta Kovalevskaite, Timm
Lichte, Nikola Ljubešić, Johanna Monti, Carla
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