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● Takeaways. Our research shows that:
○ The integration of explicit semantics into LLMs improves the 

quality of AI systems
○ KGs are a rich, reliable source of information to ground “black 

box” LLMs

● Ongoing and Future work:
○ Improving generative AI systems (e.g., for MT) with other 

explicit semantic signals (e.g., entities retrieved from 
knowledge graphs)

○ Rethinking how we evaluate generative AI systems by 
leveraging semantic structures

● Unifying Word Sense Disambiguation Entity 
Linking and Relation Extraction

● Large Semantically annotated Dataset Creation for 
training of Semenatically enhanced Large 
Language Models

● Common framework for knowledge-intensive 
span based classification
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