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1 Introduction

The growing emphasis on data-driven approaches
in computational linguistics has led to increas-
ing research on measuring dataset diversity (Es-
tève et al., to appear) across various linguistic di-
mensions, such as lexis and syntax (Guo et al.,
2023). However, there remains a notable absence
of general-purpose tools that can facilitate these
analyses within a unified framework, which would
also enhance the comparability of results across
studies.

To bridge this gap, we present a new
pipeline1designed to measure dataset diversity
from multiple perspectives, which integrates two
tools (DiversUtils2 and STARK3) to provide var-
ious measures of diversity for various linguistic
phenomena. We present the pipeline in the contin-
uation of this paper and demonstrate it by measur-
ing lexical and morphosyntactic diversity of PUD
treebanks.

2 Pipeline

In essence, the pipeline quantifies diversity by cal-
culating the number of unique units (types) and
their occurrences (items) in a dataset. A "type"
refers to a distinct word or unit within the text,
while an "item" denotes each individual instance
of that type. Diversity is measured on types.

2.1 Type extraction (STARK)
Our pipeline first uses STARK (Krsnik et al., 2024)
to extract dependency trees and sub-trees from UD-
parsed corpora (i.e., *.conllu-formatted data),
treating each distinct tree as a type and its occur-
rences as items. The customizable parameters,
specified in the configuration file, allow the user to
control which token information to consider as the
nodes of the tree (e.g., word forms for extracting

1https://gitlab.lisn.upsaclay.fr/
esteve/delta

2https://github.com/estevelouis/WG4
3https://github.com/clarinsi/STARK

lexicalized trees or PoS tags for extracting non-
lexicalized trees) and set restrictions to focus on
specific types of trees, such as those headed by
a particular PoS, those featuring certain depen-
dency relations, or those pertaining to a specific
pre-defined pattern. STARK thus enables users to
define a wide range of syntactic types (from single
tokens to complex structures) with various degrees
of specificity (from specific predefined patterns to
all possible structures) on multiple linguistic levels
(from lexis to morphosyntax). We illustrate two
such configurations in Section 3.

2.2 Diversity computation (DiversUtils)
Diversity may be understood through three dimen-
sions (Morales et al., 2020; Lion-Bouton et al.,
2022), each of which contains numerous equations:
(1) variety focuses on the number of types, (2) bal-
ance focuses on the evenness in the distribution
of types, (3) disparity focuses on the fundamental
differences (or in practice distances based on some
function) between types. It should be noted that
diversity functions can encompass multiple dimen-
sions at once (Chao et al., 2014; Stirling, 2007).

While all dimensions are of interest and Diver-
sUtils implements dozens of functions, for con-
ciseness we here discuss simple functions (i.e.,
theoretically reasonable, understandable, and not
encompassing multiple dimensions at once): rich-
ness for variety – the number of types n – and
Shannon evenness for balance (eq. 1), which is
entropy divided by maximum entropy for n types;
thus it reaches 1 when the distribution is even, and
goes towards 0 as the distributions gets increas-
ingly uneven (Smith and Wilson, 1996; Morales
et al., 2020).

H ′ (p) =
H (p)

logb (n)
=

−
n∑

i=1
pi logb (pi)

logb (n)
(1)

2.3 Output
The pipeline first generates a tabular file contain-
ing the extracted types along with their number
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https://github.com/clarinsi/STARK


of items and various metadata.It then computes
different diversity functions, possibly with differ-
ent parameters, and stores the scores in a database.
The large number of scores in the database can be
queried by other accompanying scripts to generate
plots that facilitate data analysis.

3 Selected use case

3.1 Dataset

Parallel Universal Dependencies treebanks (PUD)
is a collection of parallel treebanks created as part
of the CoNLL 2017 Shared Task (Zeman et al.,
2017), which consist of 1,000 aligned sentences in
24 languages, with most sentences being originally
in English and translated to other languages. It
thus ensures the absence of size- and genre-related
biases and allows us to compare the diversity of
language describing the same semantic content.

3.2 Type definition

For lexical diversity, we extracted the list of all
lemma types and instances from each of the tree-
bank, which – in terms of STARK configuration
(cf., Section 2.1) – means extracting all incomplete
trees of size 1 (single node) with lemma as the
node type. In the example below, the resulting list
of lexical types would be Mary, give, I, a, book.

Mary gave me a book
PROPN VERB PRON DET NOUN

nsubj iobj det
obj

For morphosyntactic diversity, we define our
type as any labeled (sub-)tree occurring in the tree-
bank, regardless of size, with the PoS category
taken as the node type. The list of types extracted
from the sentence in the example above would thus
consist of the five trees we get when ’cutting’ the
tree at each word: the full sentence tree, the tree
of the object (’DET <det NOUN’) and the three
single-token trees with terminal nodes (’PROPN’,
’PRON’, ’DET’).

3.3 Results

We see in Figures 1 and 2 the richness and Shan-
non evenness of PUD treebanks for lexical and
morphosyntactic diversity, respectively. Both plots
reveal that most languages behave similarly, clus-
tering around a specific area of variety and balance.

Figure 1: Lexical diversity with lemmas as types, on
PUD. Variety (richness n) on the lower axis, and bal-
ance (Shannon evenness) on the upper axis.

Figure 2: Morphosyntactic diversity with labeled trees
as types, on PUD. Variety (richness n) on the lower
axis, and balance (Shannon evenness) on the upper axis.

This indicates a comparable number of different
lemmas and dependency trees, with an even dis-
tribution across their treebanks. However, some
outliers exist: Indonesian, Portuguese, and Korean
in terms of lexical diversity, and Finnish and Thai
in morphosyntactic diversity. These are likely at-
tributable to distinctive linguistic features, such
as rich compounding, affixation, and/or inflection
in agglutinating languages. However, further data
analysis is needed to rule out treebank-specific an-
notation practices or other potential explanations.

4 Conclusion

We introduced a new configurable pipeline for mea-
suring various dimensions of diversity in parsed
data, along with two experiments that highlight
the variation in lexical and morphosyntactic diver-
sity across languages using semantically aligned
data. In addition to the open-source release of the
pipeline, our future work will explore the impact of
genre on linguistic diversity using this framework.
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