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e Shared tasks = resource creation

e Pushing the boundaries of multilingual shared tasks
— more language diversity

e Can we define a task that will be natural to these kind of languages?

e And lose nothing in the process?

Yes we can!
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e A word is a sneaky little concept
e “Multi-word words”

o Yupik: mangteghaghllangllaghyugtukut

o Hungarian: szeretlek (“I love you”)

o Swabhili: nitakichopenda (“the thing that | will love”)
e UD’s approach - segmentation

o Inconsistent segmentation
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e Possible approaches:
o Vanilla segmentation — works only with peripheral elements
o “Imagining” missing words — ungrammatical result
m Szeretlek — én szeretek téged

o Rephrasing — not always possible
m nitakichopenda — ambacho nitakipenda

o More?

Every treebank chooses its strategy
— Inconsistent, sometimes even within a language
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Segmentation

e And what happens with Yupik?
e Full morphemic segmentation
o Mangtegha-ghlla-ngllagh-yug-tu-kut
o House-big-make-want-TAM-agreement

e Is it syntax?

YUE (want)
Ind,Intr,nsubj(1,Plur)
Inf
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e Ditch words!

e Adopt the function-content frontier as the divide between morphology and

syntax
o Functions = features
o Lexemes = dependency nodes

e Fuse morphology and syntax into one task:
Morpho-syntactic analyso-parsing
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Morpho-Syntactic Analyso-Parsing

e English: You will not go because you were my student.

e Turkish: sen gelmeyeceksin ¢cunku sen benim 6grencimdin

- 80 gelmeyeceksin
ind,fut,neg ind,fut,neg
. . (o]
inf aq,, O Yer. ..
C %
&.‘,‘:\ /- bﬁ’cau {&\) N s . .
7 ad 3e ogrencimdin
student sen sing,past
you will not 5'"§n";5t 2nd <
2nd fin neg > NMORPOss
o pDSS sen benim
2nd gen,1st,sing
you were

2nd  2nd,past gen,lst,smg -
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The Effects of the Suggestion

e Surface periphrastic features for isolating languages
o Every function is a feature
o No need to decide if it's a morpheme or an auxiliary

e Surface predicate-argument structure for polysynthetic languages
o Every content lexeme is a node
o No need to separate function morphemes
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Not changing any existing data

Practical Changes to CoNLL-U files

Adding phrase-level features to content nodes

All nodes = syntactic tree
Only nodes with p-feats
= morpho-syntactic tree

go
ind,fut,neg
inf 3

{\"'30\ ad DN
au student

you will not Sinsﬁhpaﬂ

2nd fin  neg g
/9/nm\1\poss
you were

2nd  2nd,past gen, lst sing
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English Example
ID | Form Lemma | POS FEATS HEAD A DEP P-FEATS
1 |you you PRON | Nom;2;Sg 4 nsubj Nom;2;Sg

go go Fin;Ind;Fut;Neg
because | because Nom;2;Sg

8 my my PRON | Gen;1;Sg 9 nmod:poss Gen;1;Sg

9 |student | student | NOUN | Sg 4 advcl:because | Sg;Ind:Past -
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Modelling Morpho-Syntax

e Models for analyso-parsing will ascribe
o Features to any function — even if expressed periphrastically
o Arc for every relation — even if between 2 parts of the same word

e Successful model will be able to
o Predict predicate-argument structure in polysynthetic languages
o Surface complex morpho-syntactic features in isolating languages

e The data will allow
o More diverse cross-lingual studies
o NLP tasks for low resource languages
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